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Abstract In this paper, we first establish some existence theorems of systems of genera-
lized vector equilibrium problems. From these results, we obtain new variants of Ekeland’s
variational principle in a Hausdorff t.v.s., a minimax theorem and minimization theorems.
Some applications to the existence theorem of systems of semi-infinite problem, a variant of
flower petal theorem and a generalization of Schauder’s fixed point theorem are also given.
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1 Introduction

The celebrated variational principle due to Ekeland [10] is an important tool in various fields
of applied mathematical analysis and nonlinear analysis. Generalizations and variants of the
Ekeland’s variational principle were developed by several authors in different directions in
the past; see [7, 8, 14–19, 21, 27–29, 32–34] and references therein. It is well-known that the
original Ekeland’s variational principle (in short EVP) [11–13, 19, 28, 34] is equivalent to
the Caristi’s fixed point theorem [5, 33], to the Takahashi’s nonconvex minimization theorem
[33], to the drop theorem [18, 30], and to the flower petal theorem [18, 30].

Let X be a nonempty subset of a topological space and f : X × X → R be a function
with f (x, x) ≥ 0 for all x ∈ X. Then, the scalar equilibrium problem is to find x̄ ∈ X

such that f (x̄, y) ≥ 0 for all y ∈ X. The equilibrium problem was extensively investigated
and generalized to the vector equilibrium problems for single-valued or multivalued maps
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and contains optimization problems, variational inequalities problems, the Nash equilibrium
problems, fixed point problems, complementary problems, bilevel problems and semi-infinite
problems as special cases and applications; see [2, 4, 6, 13, 20, 22–25, 31] and references
therein.

Till now, to our knowledge, almost all generalizations and applications on EVP are es-
tablished on complete metric spaces or Banach spaces (if the convexity assumptions on
sets or functions are needed). In this paper, we establish a variant of EVP on a topological
vector space (in short t.v.s.) which is proved by an existence theorem of equilibrium pro-
blem. In our new variants of EVP, the functions we considered does not assume to be proper
and bounded from below and we use quasi-distances instead of metrics (even other weakly
(quasi-)metrics). Our variants of EVP are quite different from [7, 14–17, 34]. We give some
applications to extend Schauder’s fixed point theorem and obtain some common fixed point
theorems. We also apply our variants of EVP to optimizational problem and give some equi-
valence relations between EVP, common fixed point theorem, maximal element theorem and
minimization theorem.

The paper is divided into six sections. In Sect. 3, we first study a systems of generalized
vector quasi-equilibrium problem, from which we establish some new variants of EVP in
a Hausdorff t.v.s in Sect. 4. Our results and methods are quite different from [7, 8, 14–19,
21, 27–29, 32–34]. In Sect. 5, we establish some equivalent formulations of our theorems.
Finally, in Sect. 6, we give some applications to study systems of semi-infinite problems,
a variant of flower petal theorem, a generalization of Schauder’s fixed point theorem and a
minimax theorem. Our techniques and some results are quite original in the literatures.

2 Preliminaries

Throughout this paper, we denote the set of real numbers by R. Let A and B be nonempty
sets. A multivalued map T : A � B is a function from A to the power set 2B of B. We denote
T (A) = ⋃{T (x) : x ∈ A} and let T − : B � A be defined by the condition that x ∈ T −(y)

if and only if y ∈ T (x). Let X and Y be topological spaces. A multivalued map T : X � Y

is said to be (i) upper semi-continuous (in short u.s.c.) at x ∈ X if for every open set V in Y

with T (x) ⊂ V , there exists an open neighborhood U(x) of x such that T (x′) ⊂ V for all
x′ ∈ U(x); (ii) lower semi-continuous (in short l.s.c.) at x ∈ X if for every open set V in Y
with T (x)

⋂
V �= ∅, there exists an open neighborhood U(x) of x such that T (x′)

⋂
V �= ∅

for all x′ ∈ U(x); (iii) u.s.c. (resp. l.s.c.) on X if T is u.s.c. (resp. l.s.c.) at every point of X;
(iv) closed if GrT = {(x, y) : x ∈ X, y ∈ T (x)} is closed in X × Y . (v) compact if there
exists a compact set K such that T (X) ⊆ K .

Let Z be a real t.v.s. with zero vector θ , D a proper convex cone in Z and A ⊆ Z. A point
ȳ ∈ A is called a vectorial minimal point of A if for any y ∈ A, y − ȳ /∈ −D \ {θ}. The set
of vectorial minimal point of A is denoted by MinDA. The convex hull of A and the closure
of A are denoted by coA and clA, respectively.

Definition 2.1 Let X be a nonempty convex subset of a vector space E, Y be a nonempty
convex subset of a vector space V and Z be a real t.v.s. Let F : X × Y � Z and C : X � Z

be multivalued maps such that for each x ∈ X, C(x) is a nonempty closed convex cone.
For each fixed x ∈ X, y � F(x, y) is called C(x)-quasiconvex if for any y1, y2 ∈ Y and
λ ∈ [0, 1], we have either

F(x, y1) ⊆ F(x, λy1 + (1 − λ)y2) + C(x)
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or

F(x, y2) ⊆ F(x, λy1 + (1 − λ)y2) + C(x).

The following Lemmas and theorems are crucial in this paper.

Lemma 2.1 [1, 35] Let X and Y be Hausdorff topological spaces, T : X � Y be a multi-
valued map. Then T is l.s.c. at x ∈ X if and only if for any y ∈ T (x) and for any net {xα} in
X converging to x, there exists a subnet {xφ(λ)}λ∈� of {xα} and a net {yλ}λ∈� with yλ → y

such that yλ ∈ T (xφ(λ)) for all λ ∈ �.

Lemma 2.2 [26] Let Z be a Hausdorff t.v.s. and C be a closed convex cone in Z. If A is a
nonempty compact subset of Z, then MinCA �= ∅.

Lemma 2.3 [3] Let X and Y be Hausdorff topological spaces, T : X � Y be a multivalued
map.

(i) If T is an u.s.c. multivalued map with closed values, then T is closed;
(ii) If Y is a compact space and T is closed, then T is u.s.c.;

(iii) If X is compact and T is an u.s.c. multivalued map with compact values, then T (X)

is compact.

Theorem 2.1 [9] Let I be any index set. Let {Xi}i∈I be a family of nonempty convex subsets,
where each Xi is contained in a Hausdorff t.v.s. Ei . For each i ∈ I , let Si : X = ∏

i∈I Xi �
Xi be a multivalued map such that

(i) for each x = (xi)i∈I ∈ X, xi /∈ coSi(x);
(ii) for each yi ∈ Xi , S−

i (yi) is open in X;
(iii) there exist a nonempty compact subset K of X and a nonempty compact convex subset

Mi of Xi for all i ∈ I such that for each x ∈ X \ K , there exists j ∈ I such that
Mj ∩ Sj (x) �= ∅.

Then there exists x̄ ∈ X such that Si(x̄) = ∅ for all i ∈ I .

3 Existence theorems of systems of generalized vector equilibrium problems

The following existence theorem of systems of equilibrium problems is one of the main results
of this paper. It has many applications in variants of EVP in a Hausdorff t.v.s., semi-infinite
problems, fixed point theorems, minimax theorems, and optimization problems.

Theorem 3.1 Let I be any index set. For each i ∈ I , let Xi be a nonempty subset of a t.v.s.
Ei , Yi be a nonempty closed convex subset of a Hausdorff t.v.s. Vi , Ui and Zi be real t.v.s.
Let X = ∏

i∈I Xi and Y = ∏
i∈I Yi . For each i ∈ I , let Ci : Y � Ui , Di : Y � Zi ,

Fi : X × Y � Ui and Gi : Y × Yi � Zi be multivalued maps with nonempty values and
Ti: Y � Yi be a multivalued map with nonempty convex values. Let u ∈ X. For each i ∈ I ,
let Wi = {y ∈ Y : Fi(u, y) ⊆ Ci(y)}, Hi = {yi ∈ Yi: Fi(u, y) ⊆ Ci(y) for y = (yi)i∈I ∈ Y }
and let Ai : Y � Yi be defined by Ai(y) = {zi ∈ Yi : Gi(y, zi) � Di(y)}. For each i ∈ I ,
suppose that the following conditions are satisfied:

(i) Wi is a nonempty closed subset of Y ;
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(ii) for each y = (yi)i∈I ∈ Y , Gi(y, yi) ⊆ Di(y);
(iii) for each y ∈ Y , Ti(y) ⊆ Hi and Ai(y) is convex;
(iv) for each zi ∈ Yi , T −

i (zi) and A−
i (zi) are open in Y ;

(v) there exist a nonempty compact subset K of Y and a nonempty compact convex subset
Mi of Yi for each i ∈ I such that for each y ∈ Y \ K there exist j ∈ I and
zj ∈ Mj ∩ Tj (y) such that Gj(y, zj ) � Dj(y).

Then, there exists v ∈ Y such that for each i ∈ I , Fi(u, v) ⊆ Ci(v) and Gi(v, yi) ⊆ Di(v)

for all yi ∈ Ti(v).

Proof For each i ∈ I , define a multivalued map ϕi : Y � Yi by

ϕi(y) =
{

Ti(y) ∩ Ai(y), if y ∈ Wi

Ti(y), if y ∈ Y \ Wi.

Then for each i ∈ I , yi /∈ coϕi(y) for all y = (yi)i∈I ∈ Y . Indeed, for each i ∈ I , if y ∈ Wi ,
then ϕi(y) = Ti(y) ∩ Ai(y) ⊆ Ai(y). By (iii), we have coϕi(y) ⊆ Ai(y). By (ii), we have
yi /∈ Ai(y) and hence yi /∈ coϕi(y). On the other hand, if y ∈ Y \ Wi , then yi /∈ Hi . By (iii)
and the convexity of Ti(y), we have yi /∈ coϕi(y). Hence for each i ∈ I , yi /∈ coϕi(y) for
all y = (yi)i∈I ∈ Y . It is easy to see that for each i ∈ I and zi ∈ Yi ,

ϕ−
i (zi) = [T −

i (zi) ∩ A−
i (zi)] ∪ [(Y \ Wi) ∩ T −

i (zi)].
Thus, from our hypothesis, ϕ−

i (zi) is open in Y for each (i, zi) ∈ I × Yi . By (v), there exist
a nonempty compact subset K of Y and a nonempty compact convex subset Mi of Yi for
each i ∈ I such that for each y ∈ Y \ K there exist j ∈ I , such that Mj ∩ ϕj (y) �= ∅.
Applying Theorem 2.1, there exists v ∈ Y such that ϕi(v) = ∅ for all i ∈ I . If v /∈ Wi , then
∅ �= Ti(v) = ϕi(v) = ∅, which leads to a contradiction. Therefore, v ∈ Wi and yi /∈ Ai(v)

for all yi ∈ Ti(v). The proof is completed. ��
Corollary 3.1 Let I be any index set. For each i ∈ I , let Xi be a nonempty subset of a t.v.s.
Ei , Yi be a nonempty closed convex subset of a Hausdorff t.v.s. Vi , Ui and Zi be real t.v.s.
Let X = ∏

i∈I Xi and Y = ∏
i∈I Yi . For each i ∈ I , let Ci : Y � Ui be a multivalued

map with nonempty values, Di : Y � Zi be a closed multivalued map such that Di(x)

is a nonempty convex cone for each x ∈ X, Fi : X × Y � Ui and Gi : Y × Yi � Zi

be multivalued maps with nonempty values and Ti : Y � Yi be a multivalued map with
nonempty convex values. Let u ∈ X. For each i ∈ I , let Wi = {y ∈ Y : Fi(u, y) ⊆ Ci(y)},
Hi = {yi ∈ Yi: Fi(u, y) ⊆ Ci(y), for y = (yi)i∈I ∈ Y }. For each i ∈ I , suppose that

(i) Wi is a nonempty closed subset of Y ;
(ii) for each y = (yi)i∈I ∈ Y , Gi(y, yi) ⊆ Di(y);

(iii) for each y ∈ Y , Ti(y) ⊆ Hi and for each zi ∈ Yi , T −
i (zi) is open in Y ;

(iv) for each y ∈ Y , Gi(y, ·) is Di(y)-quasiconvex and for each zi ∈ Yi , Gi(·, zi) is l.s.c.;
(v) there exist a nonempty compact subset K of Y and a nonempty compact convex subset

Mi of Yi for each i ∈ I such that for each y ∈ Y \ K there exist j ∈ I and
zj ∈ Mj ∩ Tj (y) such that Gj(y, zj ) � Dj(y).

Then there exists v ∈ Y such that for each i ∈ I , Fi(u, v) ⊆ Ci(v) and Gi(v, yi) ⊆ Di(v)

for all yi ∈ Ti(v).

Proof For each i ∈ I , let Ai : Y � Yi be defined by

Ai(y) = {zi ∈ Yi : Gi(y, zi) � Di(y)}.
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We first show that for each (i, zi) ∈ I × Yi , A−
i (zi) is open in Y . Let y ∈ cl(Y\A−

i (zi)).
Then there exists a net {yα}α∈� in Y\A−

i (zi) such that yα → y. Thus we have Gi(yα, zi) ⊆
Di(yα). By the closedness of Y , y ∈ Y . Also, we obtain Gi(y, zi) ⊆ Di(y). Indeed, for any
w ∈ Gi(y, zi), since Gi(·, zi) is l.s.c. at y and yα → y, by Lemma 2.1, there exists a subnet
{yαλ}λ∈� of {yα} and a net {wλ}λ∈� with wλ → w such that wλ ∈ Gi(yαλ, zi) ⊆ Di(yαλ)

for all λ ∈ �. Since Di is closed, we have w ∈ Di(y). Thus, Gi(y, zi) ⊆ Di(y). Therefore,
y ∈ Y\A−

i (zi) and hence A−
i (zi) is open in Y . Next, we claim that for each (i, y) ∈ I × Y ,

Ai(y) is convex. Let ai , bi ∈ Ai(y). Then Gi(y, ai) � Di(y) and Gi(y, bi) � Di(y). By

the convexity of Yi , e
(λ)
i := λai + (1 − λ)bi ∈ Yi for all λ ∈ [0, 1]. Suppose to the contrary

that there exists λ0 ∈ (0, 1) such that Gi(y, e
(λ0)
i ) ⊆ Di(y). By the Di(y)-quasiconvexity of

Gi(y, ·), either

Gi(y, ai) ⊆ Gi(y, e
(λ0)
i ) + Di(y) ⊆ Di(y)

or

Gi(y, bi) ⊆ Gi(y, e
(λ0)
i ) + Di(y) ⊆ Di(y).

This leads to a contradiction. Hence for each (i, y) ∈ I × Y , Ai(y) is convex. Therefore, all
the conditions of Theorem 3.1 are satisfied and the conclusion follows from Theorem 3.1. ��

Using the same argument in the proof of Corollary 3.1, we have the following result.

Lemma 3.1 Let X be a t.v.s. and U be a real t.v.s. Let F : X×X � U be a multivalued map
with nonempty values and C: X � U be a closed multivalued map with nonempty values.
Let u ∈ X. If there exists w = w(u) ∈ X such that F(u,w) ⊆ C(w) and F(u, ·) is l.s.c.,
then W = {x ∈ X : F(u, x) ⊆ C(x)} is a nonempty closed subset of X.

Note that R
+ := [0,∞) and R

− := (−∞, 0] are closed convex cones in (−∞,∞]. From
Lemma 3.1 and Corollary 3.1, we have the following result.

Corollary 3.2 Let I be any index set. For each i ∈ I , let Xi be a nonempty subset of a t.v.s.
Ei , Yi be a nonempty closed convex subset of a Hausdorff t.v.s. Vi . Let X = ∏

i∈I Xi and
Y = ∏

i∈I Yi . For each i ∈ I , let Fi : X × Y � (−∞,∞] and Gi : Y × Yi � (−∞,∞]
be multivalued maps with nonempty values and Ti : Y � Yi be a multivalued map with
nonempty convex values, and let Hi = {yi ∈ Yi : Fi(u, y) ⊆ R

−, for y = (yi)i∈I ∈ Y }. Let
u ∈ X. For each i ∈ I , suppose that there exists w = w(i, u) ∈ Y such that Fi(u,w) ⊆ R

−.
For each i ∈ I , suppose that

(i) F(u, ·) is l.s.c.;
(ii) for each y = (yi)i∈I ∈ Y , Gi(y, yi) ⊆ R

+;
(iii) for each y ∈ Y , Ti(y) ⊆ Hi and for each zi ∈ Yi , T −

i (zi) is open in Y ;
(iv) for each y ∈ Y , Gi(y, ·) is R

+-quasiconvex and for each zi ∈ Yi , Gi(·, zi) is l.s.c.;
(v) there exist a nonempty compact subset K of Y and a nonempty compact convex

subset Mi of Yi for each i ∈ I such that for each x ∈ Y\K there exist j ∈ I and
zj ∈ Mj ∩ Tj (y) such that Gj(y, zj ) � R

+.

Then there exists v ∈ Y such that sup Fi(u, v) ≤ 0 and inf Gi(v, Ti(v)) ≥ 0 for all i ∈ I .

The following result is a powerful tool to establish variants of EVP in a Hausdorff t.v.s in
Sect. 4.
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Theorem 3.2 Let X be a nonempty subsets of a t.v.s. E and Y be a Hausdorff t.v.s. Let
f : X × Y → (−∞,∞] and g : Y × Y → (−∞,∞] be functions. Let u ∈ X. Suppose that

(i) W = {y ∈ Y : f (u, y) ≤ 0} is a nonempty closed convex subset of Y ;
(ii) for each y ∈ Y , g(y, y) ≥ 0;

(iii) for each x ∈ Y , g(x, ·) is quasiconvex and for each y ∈ Y , g(·, y) is u.s.c.;
(iv) there exist a nonempty compact subset K of Y and a nonempty compact convex subset

M of Y such that for each y ∈ Y \ K there exists z ∈ M such that f (u, z) ≤ 0 and
g(y, z) < 0.

Then there exists v ∈ Y such that f (u, v) ≤ 0 and g(v, y) ≥ 0 for all y ∈ W .

Proof Let U = Z = (−∞,∞] and C, D : Y � (−∞,∞] be defined by C(y) = R
− and

D(y) = R
+ for all y ∈ Y . Let T : Y � Y be defined by

T (y) = W for all y ∈ Y

⇐⇒ T −(z) =
{

Y, if z ∈ W

∅, if z ∈ Y \ W.

and A : Y � Y defined by

A(x) = {y ∈ Y : g(x, y) < 0}.
Then T −(z) is open in Y for all z ∈ Y . By (i), T (y) = W is a nonempty closed convex
subset of Y for all y ∈ Y . By (ii), g(y, y) ∈ D(y) for each y ∈ Y . By (iii), for each y ∈ Y ,
A−(y) = {x ∈ Y : g(x, y) < 0} is open in Y and for each x ∈ Y , A(x) is convex. Therefore,
all the conditions of Theorem 3.1 are satisfied and the conclusion follows from Theorem 3.1.

��

4 Variants of EVP in Hausdorff t.v.s.

In this section, we first introduce the concepts of �-function and quasi-distance.

Definition 4.1 Let X be a t.v.s. A function p : X × X → (−∞,∞] is called

(a) a �-f unction if the following are satisfied:
(L1) p(x, x) ≥ 0 for all x ∈ X;
(L2) for any x ∈ X, p(x, ·) is convex;
(L3) for any y ∈ X, p(·, y) is u.s.c.

(b) a quasi-distance on X if the following are satisfied:
(QD1) p(x, x) ≥ 0 for all x ∈ X;
(QD2) p(x, z) ≤ p(x, y) + p(y, z) for any x, y, z ∈ X;
(QD3) for any x ∈ X, p(x, ·) is convex and l.s.c.;
(QD4) for any y ∈ X, p(·, y) is u.s.c.

Obviously, a quasi-distance is a �-function, but the converse is not true. It is easy to see
that if p1 and p2 are quasi-distances (resp. �-functions) and α ≥ 0, then αp1 and p1 + p2

are quasi-distances (resp. �-functions).

Example A

(a) Let X be a Hausdorff t.v.s. and f : X → (−∞,∞] be a l.s.c. and convex function.
Then, the function p : X × X → (−∞,∞] defined by p(x, y) = f (y) − f (x) is a
quasi-distance on X.
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(b) Let H be an inner product space equipped with a inner product 〈·, ·〉 and T : H → H

be a continuous map. Then, the function p : X × X → [0,∞) defined by p(x, y) =
〈y − x, T x〉 is a �-function.

(c) Let (X, ‖·‖) be a normed vector space.
(1) The function p : X × X → [0,∞) defined by

p(x, y) = a ‖x − y‖ + f (x) + g(y)

is a quasi-distance on X, where a ≥ 0, f : X → [0,∞) is a u.s.c. function and
g : X → [0,∞) is a convex and l.s.c. function. In particular, any constant function
on X × X, the function p : X × X → [0,∞) defined by p(x, y) = ‖x‖ + ‖y‖
and the metric d(x, y) = ‖x − y‖ are quasi-distances on X;

(2) The function p : X × X → [0,∞) defined by

p(x, y) = max{‖T x − y‖ , ‖T x − Ty‖}
is a quasi-distance on X, where T : X → X is an affine continuous map. Indeed,
(QD1) holds clearly. For any x, y, z ∈ X, since

p(x, z) = max{‖T x − z‖ , ‖T x − T z‖}
≤ max{‖T x − y‖ , ‖T x − Ty‖} + max{‖Ty − z‖ , ‖Ty − T z‖}
= p(x, y) + p(y, z),

this shows that (QD2) holds. Since

p(x, y) = max{‖T x − y‖ , ‖T x − Ty‖}
= |‖T x − y‖ − ‖T x − Ty‖| + ‖T x − y‖ + ‖T x − Ty‖

2

and by the continuity of T and ‖·‖, p : X ×X → [0,∞) is a continuous function.
Hence (QD4) holds. For any x ∈ X, we claim that p(x, ·) is convex. Let y1,
y2 ∈ X and λ ∈ [0, 1]. Since T is affine, we have

p(x, λy1 + (1 − λ)y2)

≤ max{λ ‖T x − y1‖ + (1 − λ) ‖T x − y2‖ ,

λ ‖T x − Ty1‖ + (1 − λ) ‖T x − Ty2‖}
≤ λp(x, y1) + (1 − λ)p(x, y2).

So (QD3) holds. Therefore p is a quasi-distance on X.

The following result is a variant of EVP for quasi-distances in a Hausdorff t.v.s. It is quite
different from EVP in metric spaces or quasi-metric spaces.

Theorem 4.1 Let X be a Hausdorff t.v.s. Let f : X → (−∞,∞] be a l.s.c. and convex
function and p : X × X → (−∞,∞] be a quasi-distance. Let u ∈ X with p(u, u) = 0
and ε > 0. Suppose that there exist a nonempty compact subset K of X and a nonempty
compact convex subset M of X such that for each y ∈ X \ K there exists z ∈ M such that
εp(u, z) ≤ f (u) − f (z) and εp(y, z) < f (y) − f (z). Then there exists v ∈ X such that

(i) εp(u, v) ≤ f (u) − f (v);
(ii) εp(v, x) ≥ f (v) − f (x) for all x ∈ X.
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Proof Since p is a quasi-distance, εp is also a quasi-distance. Define h, g : X × X →
(−∞,∞] by

h(x, y) = g(x, y) = εp(x, y) − f (x) + f (y).

By the lower semi-continuity and the convexity of f and p(u, ·),
W := {x ∈ X : h(u, x) ≤ 0} = {x ∈ X : εp(u, x) ≤ f (u) − f (x)}

is a nonempty closed convex subsets of X. Clearly, g(x, x) ≥ 0 for each x ∈ X. By the
upper semi-continuity of −f and p(·, y), the function x → g(x, y) is u.s.c. for all y ∈ X.
By the convexity of f and p(x, ·), the function y → g(x, y) is convex for all x ∈ X. By our
hypothesis, there exist a nonempty compact subset K of X and a nonempty compact convex
subset M of X such that for each y ∈ X \ K there exists z ∈ M such that h(u, z) ≤ 0 and
g(y, z) < 0. Therefore, all the conditions of Theorem 3.2 are satisfied. Thus there exists
v ∈ X such that

(i) εp(u, v) ≤ f (u) − f (v);
(ii) εp(v, x) ≥ f (v) − f (x) for all x ∈ W .

For any x ∈ X \ W , since

ε[p(u, v) + p(v, x)] ≥ εp(u, x)

> f (u) − f (x)

≥ εp(u, v) + f (v) − f (x),

it follows that εp(v, x) > f (v) − f (x) for all x ∈ X \ W . Hence εp(v, x) ≥ f (v) − f (x)

for all x ∈ X. The proof is completed. ��
Remark 4.1

(a) Using Example A and Theorem 4.1, we can obtain several different variants of EVP in
different spaces.

(b) Our variant of EVP (Theorem 4.1) is quite different from [7, 8, 14–19, 21, 27–29,
32–34]. Theorem 4.1 is comparable to the original EVP in the following aspects:
(1) In Theorem 4.1, the functions we considered are defined on a Hausdorff t.v.s., but

in the original EVP, the functions are defined on a complete metric space;
(2) In the original EVP, the function f is assumed to be proper, l.s.c. and bounded

from below, but in Theorem 4.1, f is not assumed to be proper and bounded from
below. We only assume that f : X → (−∞,∞] is a l.s.c. and convex function;

(3) In Theorem 4.1, we use quasi-distances instead of metrics (even other weakly
(quasi-)metrics).

The following results are variants of EVP for �-functions in a Hausdorff t.v.s.

Theorem 4.2 Let X be a Hausdorff t.v.s. Let f : X → (−∞,∞] be a l.s.c. and convex
function, p : X × X → (−∞,∞] be a �-function and ε > 0. Suppose that there exist a
nonempty compact subset K of X and a nonempty compact convex subset M of X such that
for each y ∈ X \ K there exists z ∈ M such that εp(y, z) < f (y) − f (z). Then, there exists
v ∈ X such that εp(v, x) ≥ f (v) − f (x) for all x ∈ X.

Proof Define k : X × X → (−∞,∞] by k(x, y) = 0 for all (x, y) ∈ X × X. Then for any
x ∈ X, W := {y ∈ X : k(x, y) ≤ 0} = X. Let g : X × X → (−∞,∞] be the same as in
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Theorem 4.1. Using the same argument in the proof of Theorem 4.1, one can verify that all
the conditions of Theorem 3.2 are satisfied. By Theorem 3.2, there exists v ∈ X such that
εp(v, x) ≥ f (v) − f (x) for all x ∈ X. ��
Remark 4.2 Although a quasi-distance is a �-function, Theorem 4.1 is not a special case of
Theorem 4.2 because the conclusion (i) in Theorem 4.1 can’t be deduced by Theorem 4.2.

Theorem 4.3 Let X be a Hausdorff t.v.s. Let f : X → (−∞,∞] be a l.s.c. and convex
function, p : X × X → (−∞,∞] be a �-function and ε > 0. Let u ∈ X. Suppose that
there exist a nonempty compact subset K of X and a nonempty compact convex subset
M of X such that for each y ∈ X \ K there exists z ∈ M such that f (z) ≤ f (u) and
εp(y, z) < f (y) − f (z). Then, there exists v = v(u) ∈ X such that

(i) f (v) ≤ f (u);
(ii) εp(v, x) ≥ f (v) − f (x) for all x ∈ {z ∈ X : f (z) ≤ f (u)}.
Proof Let k′ : X × X → (−∞,∞] be defined by k′(x, y) = f (y) − f (x) and let g:
X ×X → (−∞,∞] be the same as in Theorem 4.1, then, by the lower semi-continuity and
the convexity of f ,

W := {z ∈ X : k′(u, z) ≤ 0} = {z ∈ X : f (z) ≤ f (u)}
is a nonempty closed convex subsets of X. Hence, the conclusion follows from Theorem 3.2.

��
The following theorem is a special case of Theorem 5.1 in [24].

Theorem 4.4 Let X be a Hausdorff t.v.s. and p: X × X → (−∞,∞] be a �-function.
Suppose that there exist a nonempty compact subset K of X and a nonempty compact convex
subset M of X such that for each y ∈ X \ K there exists z ∈ M such that p(y, z) < 0. Then,
there exists v ∈ X such that p(v, x) ≥ 0 for all x ∈ X.

Proof Take c ∈ R and let ε = 1. Define f: X → (−∞,∞] by f (x) = c for all x ∈ X.
Then f is a l.s.c. and convex function. By Theorem 4.2, there exists v ∈ X such that
p(v, x) ≥ f (v) − f (x) = 0 for all x ∈ X. ��
Remark 4.3 It is easy to see that Theorems 4.2 and 4.4 are equivalent.

5 Equivalent formulations of EVP

Definition 5.1 Let X be a t.v.s., f : X → (−∞,∞] and p: X × X → (−∞,∞] are
functions. We call that X satisfies (p, f )-condition if there exist a nonempty compact
subset K of X and a nonempty compact convex subset M of X such that for each y ∈ X \ K

there exists z ∈ M such that p(y, z) < f (y) − f (z).
Below, unless otherwise specified, we shall assume that X is a Hausdorff t.v.s., f: X →

(−∞,∞] is a l.s.c. and convex function,p: X×X → (−∞,∞] is a �-function andX satisfies
(p, f )-condition. In this section, we establish some existence theorems in Hausdorff t.v.s.
equipped with (p, f )-condition and prove that these theorems are equivalent to Theorem 4.2.

Theorem 5.1 (Common fixed point theorem for a family of multivalued maps) Let I be an
index set. For each i ∈ I , let Ti : X � X be a multivalued map with nonempty values such
that for each (i, x) ∈ I × X with x /∈ Ti(x), there exists y = y(x, i) ∈ X with y �= x such
that p(x, y) < f (x) − f (y). Then there exists x0 ∈ X such that x0 ∈ ⋂

i∈I Ti(x0). That is,
{Ti}i∈I has a common fixed point in X.
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Theorem 5.2 (Common fixed point theorem for a family of single-valued maps) Let I be
an index set. For each i ∈ I , suppose that Ti : X → X is a map satisfying

p(x, Tix) < f (x) − f (Tix)

for all x �= Ti(x). Then there exists x0 ∈ X such that Ti(x0) = x0 for all i ∈ I .

Theorem 5.3 (Maximal element theorem for a family of multivalued maps) Let I be an index
set. For each i ∈ I , let Ti : X � X be a multivalued map. Suppose that for each (x, i) ∈ X×I

with Ti(x) �= ∅, there exists y = y(x, i) ∈ X with y �= x such that p(x, y) < f (x) − f (y).
Then there exists x0 ∈ X such that Ti(x0) = ∅ for all i ∈ I.

Theorem 5.4 Theorem 4.2, Theorems 5.1, 5.2 and 5.3 are equivalent.

Proof

(1). “ Theorem 4.2⇐⇒ Theorem 5.1”.
(⇒) Applying Theorem 4.2, there exists v ∈ X such that p(v, x) ≥ f (v) − f (x) for
all x ∈ X. We want to show that v ∈ ⋂

i∈I Ti(v). If v /∈ Ti0v for some i0 ∈ I , then,
by hypothesis, there exists w(v, i0) ∈ X with w(v, i0) �= v such that p(v,w(v, i0)) <

f (v) − f (w(v, i0)) ≤ p(v,w(v, i0)), which leads to a contradiction. Hence v ∈ Ti(v)

for all i ∈ I and v is a common fixed point of {Ti}i∈I .
(⇐) Suppose that for each x ∈ X, there exists y ∈ X with y �= x such that p(x, y) <

f (x) − f (y). Then for each x ∈ X, we can define a multivalued map T : X � X \ {∅}
by

T (x) = {y ∈ X : p(x, y) < f (x) − f (y)}.
Clearly, x /∈ T (x) for all x ∈ X. By Theorem 5.1, T have a fixed point v in X, i.e.,
v ∈ T (v). Hence we obtain a contradiction and Theorem 4.2 holds.

(2). “ Theorem 5.1⇐⇒Theorem 5.2”.
(⇒) Under the assumption of Theorem 5.2, for each i ∈ I , let Gi : X � X be defined
by Gi(x) = {Ti(x)}. Then for each (i, x) ∈ I ×X with x /∈ Gi(x), we have x �= Ti(x).
By hypothesis, p(x, Tix) < f (x) − f (Tix) and hence, by Theorem 5.1, there exists
v ∈ X such that v ∈ ⋂

i∈I Gi(v) or Tiv = v for all i ∈ I . This shows that Theorem 5.1
implies Theorem 5.2.
(⇐) Under the assumption of Theorem 5.1, for each (i, x) ∈ I × X with x /∈ Ti(x),
there exists y(x, i) ∈ X with y(x, i) �= x such that p(x, y(x, i)) < f (x)− f (y(x, i)).
Then one can define gi : X → X by

gi(x) =
{

x, if x ∈ Ti(x)

y(x, i), if x /∈ Ti(x).

Hence gi is a selfmap of X into X satisfying p(x, gi(x)) < f (x) − f (gi(x)) for all
x �= gi(x). By Theorem 5.2, there exists v ∈ X such that v = gi(v) ∈ Ti(v) for all
i ∈ I . This shows that Theorem 5.2 implies Theorem 5.1.

(3). “ Theorem 4.2⇐⇒ Theorem 5.3”.
(⇒) Applying Theorem 4.2, there exists v ∈ X such that p(v, x) ≥ f (v) − f (x) for
all x ∈ X. We claim that Ti(v) = ∅ for all i ∈ I . Suppose to the contrary that there
exists i0 ∈ I such that Ti0(v) �= ∅. By hypothesis, there exists w = w(v, i0) ∈ X with
w �= v such that p(v,w) < f (v) − f (w). Then, it leads to a contradiction. Therefore
Ti(v) = ∅ for all i ∈ I .
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(⇐) Suppose that for each x ∈ X, there exists y ∈ X with y �= x such that p(x, y) <

f (x) − f (y). For each x ∈ X, define a multivalued map T : X � X \ {∅} by

T (x) = {y ∈ X : p(x, y) < f (x) − f (y)}.
Then T (x) �= ∅ for all x ∈ X. But applying Theorem 5.3, there exists x0 ∈ X such that
T (x0) = ∅. This is a contradiction. ��

The following minimization theorem is immediate from Theorem 4.2.

Theorem 5.5 (Minimization theorem) Suppose that for any x ∈ X with f (x) > infz∈X f (z)

there exists y ∈ X with y �= x such that p(x, y) < f (x) − f (y) holds. Then there exists
x0 ∈ X such that f (x0) = infz∈X f (z).

Proof Applying Theorem 4.2, there exists v ∈ X such that p(v, x) ≥ f (v) − f (x) for all
x ∈ X. We claim that f (v) = infz∈X f (z). Suppose to the contrary that f (v) > infx∈X f (x).
By our assumption, there exists y = y(v) ∈ X with y �= v such that p(v, y) < f (v)−f (y) ≤
p(v, y), which leads to a contradiction. Therefore f (v) = infz∈X f (z). ��
Remark 5.1

(a) Review the proof of Theorem 5.4, one can obtain a v ∈ X such that
(1) p(v, x) ≥ f (v) − f (x) for all x ∈ X;
(2) v ∈ Ti(v) (Ti is defined as in Theorem 5.1) or Ti(v) = v (Ti is defined as in

Theorem 5.2) for all i ∈ I ;
(3) Ti(v) = ∅ (Ti is defined as in Theorem 5.3) for all i ∈ I .

(b) Theorem 4.2 and Theorem 5.5 are equivalent if one further adds the condition “p(x, y) ≥
0 for all x, y ∈ X”. Indeed, it suffices to show that Theorem 5.5 implies Theorem 4.2.
Suppose that for each x ∈ X, there exists y ∈ X with y �= x such that p(x, y) < f (x)−
f (y). Then, by Theorem 5.5, there exists v ∈ X such that f (v) = infx∈X f (x). By our
hypothesis, there exists w ∈ X with w �= v such that p(v,w) < f (v) − f (w) ≤ 0,
which leads to a contradiction.

6 Some applications

Applying Theorem 3.1, we have the following existence theorem of systems of semi-infinite
problem.

Theorem 6.1 Let I be any index set. For each i ∈ I , let Xi be a nonempty subset of a t.v.s.
Ei , Yi be a nonempty closed convex subset of a Hausdorff t.v.s. Vi. Let X = ∏

i∈I Xi and
Y = ∏

i∈I Yi . For each i ∈ I , let fi : X × Y → (−∞,∞] and gi : Y × Yi → (−∞,∞]
be functions, Ti : Y � Yi be a multivalued map with nonempty convex values, and let
Hi = {yi ∈ Yi : fi(u, y) ≤ 0, for y = (yi)i∈I ∈ Y }. Let u ∈ X. For each i ∈ I , suppose that
there exists w = w(i, u) ∈ Y such that fi(u,w) ≤ 0. For each i ∈ I , suppose that

(i) fi(u, ·) is l.s.c.;
(ii) for each y = (yi)i∈I ∈ Y , gi(y, yi) ≥ 0;

(iii) for each y ∈ Y , Ti(y) ⊆ Hi and for each zi ∈ Yi , T −
i (zi) is open in Y ;

(iv) for each y ∈ Y , gi(y, ·) is quasiconvex and gi: Y × Yi → (−∞,∞] is u.s.c.;
(v) there exist a nonempty compact subset K of Y and a nonempty compact convex subset

Mi of Yi for each i ∈ I such that for each y ∈ Y\K there exist j ∈ I and zj ∈
Mj ∩ Tj (y) such that gj (y, zj ) < 0.
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If h: Y � Z0 is an u.s.c. multivalued map with nonempty compact values, where Z0 is
a real t.v.s. ordered by a proper closed convex cone C in Z0, then there exists an optimal
solution to the following problem (P ):

MinCh(y)

object to y ∈ Y, fi(u, y) ≤ 0 and gi(y, zi) ≥ 0 (1)

for all zi ∈ Ti(y) and for all i ∈ I .

Proof For each i ∈ I , let

Ni = {y ∈ Y : fi(u, y) ≤ 0 and gi(y, zi) ≥ 0 for all zi ∈ Ti(y)}.
Then Ni is closed in Y for all i ∈ I . Indeed, for each i ∈ I , let yi ∈ clNi . Then there
exists a net {yα

i }α∈� in Ni such that yα
i → yi . Hence fi(u, yα

i ) ≤ 0 and gi(y
α
i , zi) ≥ 0

for all zi ∈ Ti(y
α
i ). Let ai ∈ Ti(y). Since T −

i (zi) is open in Y for each zi ∈ Yi , Ti is l.s.c.
Hence there exists a net {aα

i }α∈� with aα
i → ai such that aα

i ∈ Ti(y
α
i ). So fi(u, yα

i ) ≤ 0
and gi(y

α
i , aα

i ) ≥ 0. By (i), we have fi(u, yi) ≤ 0. By (iv), we have gi(yi, ai) ≥ 0. Hence
yi ∈ Ni and Ni is a closed set in Y . Let N = ∩i∈INi . Then N is closed in Y . Applying
Theorem 3.1, N �= ∅. By (v), it is easy to see that N ⊆ K , where K is a nonempty compact
subset of Y in condition (v). Hence N is a nonempty compact subset of Y . Since h : Y � Z0

is an u.s.c. multivalued map with nonempty compact values, it follows from Lemma 2.3 that
h(N) is compact. Then by Lemma 2.2 that MinCh(N) �= ∅. That is there exists a solution to
the problem (P). The proof is completed. ��
Theorem 6.2 In Theorem 6.1, if we assume that h : Y → (−∞,∞] is a l.s.c. function, then
there exists an optimal solution to the problem (P) as in Theorem 6.1.

Proof Let N be the same as in the proof of Theorem 6.1. By the lower semi-continuity of
h and the compactness of N , there exists v ∈ N such that h(v) = min h(N). The proof is
completed. ��
Definition 6.1 Let X be a Hausdorff t.v.s. and p : X × X → (−∞,∞] be a quasi-distance.
The (p, ε)-f lower petal associated with ε ∈ (0,∞) and a, b ∈ X (in short, GPε[a, b]) is
the closed set

GPε[a, b] = {x ∈ X : εp(a, x) ≤ p(b, a) − p(b, x)}.
We denote

P(ε, a, b) = {x ∈ X : εp(a, x) < p(b, a) − p(b, x)}.
Obviously, GPε[a, b] and P(ε, a, b) are convex and if the quasi-distance p with p(a, a) =

0, then GPε[a, b] is nonempty.

Theorem 6.3 (New variant of flower petal theorem) Let X be a Hausdorff t.v.s. Let a, b ∈ X

and ε > 0. Let p : X × X → (−∞,∞] be a quasi-distance with p(a, a) = 0. Suppose that
there exist a nonempty compact subset K of X and a nonempty compact convex subset M of
X such that for each y ∈ X \ K there exists z ∈ M such that εp(u, z) ≤ p(b, u) − p(b, z)

and εp(y, z) < p(b, y)−p(b, z). Then there exists v ∈ GPε[a, b] such that P(ε, v, b) = ∅.

Proof Define f : X → (−∞,∞] by f (x) = p(b, x). Then f is a l.s.c. and convex function.
By Theorem 4.1, there exists v ∈ X such that

(1) εp(a, v) ≤ f (a) − f (v);
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(2) εp(v, x) ≥ f (v) − f (x) for all x ∈ X.

By (1), we have v ∈ GPε[a, b]. By (2), we obtain εp(v, x) ≥ p(b, v) − p(b, x) for all
x ∈ X. Hence x /∈ P(ε, v, b) for all x ∈ X or P(ε, v, b) = ∅. The proof is completed. ��

The following minimax theorem is established by Theorem 4.2.

Theorem 6.4 (Minimax theorem) Let X be a Hausdorff t.v.s. and p : X × X → (−∞,∞]
be a �-function. Let F : X × X → (−∞,∞] be a function satisfying for each y ∈ X, the
function x → F(x, y) is l.s.c. and convex. Suppose that

(i) for each x ∈ X with {u ∈ X: F(x, u) > infa∈X F(a, u)} �= ∅, there exists y = y(x) ∈ X

with y �= x such that

p(x, y) < F(x,w) − F(y,w) for all w ∈ X;
(ii) there exist a nonempty compact subset K of X and a nonempty compact convex subset

M of X such that for each y ∈ X \K there exists z ∈ M such that p(y, z) < F(y,w)−
F(z,w) for all w ∈ X.

Then infx∈X supy∈X F(x, y) = supy∈X infx∈X F(x, y).

Proof Applying Theorem 4.2, for each z ∈ X, there exists v(z) ∈ X such that p(v(z), x) ≥
F(v(z), z)−F(x, z) for all x ∈ X. Let γ = supy∈X infx∈X F(x, y). Then infx∈X F(x, y) ≤
γ for all y ∈ X. We first show that

⋂
y∈X{x ∈ X : F(x, y) ≤ γ } �= ∅. Suppose to the contrary

that
⋂

y∈X{x ∈ X: F(x, y) ≤ γ } = ∅. Then v(z) /∈ ⋂
y∈X{x ∈ X: F(x, y) ≤ γ } for all

z ∈ X. Hence there exists w0 = w(v(z)) ∈ X such that F(v(z), w0) > infa∈X F(a,w0) or
w0 ∈ {u ∈ X: F(v(z), u) > infa∈X F(a, u)}. So, {u ∈ X: F(v(z), u) > infa∈X F(a, u)} �=
∅ for all z ∈ X. Hence for each z ∈ X, there exists y = y(v(z)) ∈ X with y �= v(z)

such that p(v(z), y) < F(v(z), w) − F(y,w) for all w ∈ X. This leads to a contradiction.
Hence

⋂
y∈X{x ∈ X : F(x, y) ≤ γ } �= ∅. Let c ∈ ⋂

y∈X{x ∈ X : F(x, y) ≤ γ }. Then,
supy∈X F(c, y) ≤ γ . It follows that

inf
x∈X

sup
y∈X

F(x, y) ≤ sup
y∈X

F(c, y) ≤ sup
y∈X

inf
x∈X

F(x, y).

Since supy∈X infx∈X F(x, y) ≤ infx∈X supy∈X F(x, y) is always true, we show that
infx∈X supy∈X F(x, y) = supy∈X infx∈X F(x, y). ��
Example B Let X = [α, β] ⊂ R with the metric d(x, y) = |x − y|, where β > α > 0. Let
F : X × X → R be defined by F(x, y) = x2 − y2, then it is easy to see that for each y ∈ X,
the function x → F(x, y) is a l.s.c. and convex function on X and infx∈X supy∈X F(x, y) =
supy∈X infx∈X F(x, y) = 0. Note that for each x ∈ (α, β], F(x, y) = x2 − y2 > α2 − y2 =
infa∈X F(a, y) for all y ∈ X. Hence X = {u ∈ X : F(x, u) > infa∈X F(a, u)} �= ∅ for all
x ∈ (α, β]. For any x, y ∈ (α, β] with x > y, we have

d(x, y) = x − y <
1

2α
(x2 − y2) = 1

2α
(F (x, u) − F(y, u))

for all u ∈ X. Define a �-function p : X × X → R by p(x, y) = 2αd(x, y). Thus p(x, y) <

F(x, u) − F(y, u) for all x, y ∈ (α, β] with x > y and all u ∈ X. By Theorem 6.4, we also
show that infx∈X supy∈X F(x, y) = supy∈X infx∈X F(x, y).

Applying Theorem 4.4, we establish a generalization of Schauder’s fixed point theorem.
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Theorem 6.5 Let (X, ‖·‖) be a normed vector space and T : X → X be a continuous map.
Suppose that there exist a nonempty compact subset K of X and a nonempty compact convex
subset M of X such that for each y ∈ X \ K there exists z ∈ M such that ‖z − Ty‖ <

‖y − Ty‖. Then T has a fixed point in X.

Proof Define p : X × X → (−∞,∞] by

p(x, y) = ‖y − T x‖ − ‖x − T x‖ .

Then it is easy to see that p is a �-function. By Theorem 4.4, there exists v ∈ X such that
p(v, x) ≥ 0 or ‖x − T v‖ ≥ ‖v − T v‖ for all x ∈ X. Since T v ∈ X, we have

0 ≤ ‖v − T v‖ ≤ ‖T v − T v‖ = 0.

This implies that T v = v and v is a fixed point of T . ��
Corollary 6.1 (Schauder’s fixed point theorem) Let X be a compact convex subset of a
normed vector space (E, ‖·‖) and T : X → X be a continuous map. Then T has a fixed point
in X.
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14. Göpfert, A., Tammer, Chr., Zălinescu, C.: On the vectorial Ekeland’s variational principle and minimal

points in product Spaces. Nonlinear Anal. 39, 909–922 (2000)
15. Hamel, A.: Remarks to an equivalent formulation of Ekeland’s variational principle. Optimiza-

tion 31(3), 233–238 (1994)
16. Hamel, A.: Phelps’ lemma, Dancš’ drop theorem and Ekeland’s principle in locally convex spaces. Pro.

Amer. Math. Soc. 131, 3025–3038 (2003)
17. Hamel A., Löhne A.: A minimal point theorem in uniform spaces, In Agarwal, R.P., O’Regan, D. (eds)

Nonlinear Analysis and Applications to V. Lakshmikantham on his 80th Birthday, vol. 1, pp. 577–593.
Kluwer Academic Publisher (2003)

123



J Glob Optim (2008) 40:663–677 677

18. Hyers, D.H., Isac, G., Rassias, T.M.: Topics in Nonlinear Analysis and Applications. World Scienti-
fic, Singapore (1997)

19. Kada, O., Suzuki, T., Takahashi, W.: Nonconvex minimization theorems and fixed point theorems in
complete metric spaces. Math. Jan. 44, 381–391 (1996)

20. Lin, L.J., Ansari, Q.H.: Collective fixed points and maximal elements with applications to abstract
economies. J. Math. Anal. Appl. 296, 455–472 (2004)

21. Lin, L.J., Du, W.S.: Ekeland’s variational principle, minimax theorems and existence of nonconvex
equilibria in complete metric spaces. J. Math. Anal. Appl. 323, 360–370 (2006)

22. Lin, L.J., Still, G.: Mathematical programs with equilibrium constraints: The existence of feasible points,
Optimization 55(3), 205–219 (2006)

23. Lin, L.J.: Existence theorems for bilevel problems with applications to mathematical programs with
equilibrium constraints and semi-infinite problems J. Optim. Theory and Appl. (to appear)

24. Lin, L.J., Yu, Z.T., Kassay, G.: Existence of equilibria for multivalued mappings and its application to
vectorial equilibria. J. Optim. Theory Appl. 114, 189–208 (2002)

25. Lin, L.J., Yu, Z.T.: On some equilibrium problems for multimaps, J. Computional Appl. Math. 129, 171–
183 (2001)

26. Luc, D.T.: Theory of Vector Optimization, Vol. 319. Lecture notes in economics and mathematical
systems. Springer Verlag, Berlin, Germany (1989)

27. McLinden, L.: An application of Ekeland’s theorem to minimax problems. Nonlinear Anal. 6(2), 189–
196 (1982)

28. Oettli, W., Théra, M.: Equivalents of Ekeland’s principle. Bull. Austral. Math. Soc. 48, 385–392 (1993)
29. Park, S.: On generalizations of the Ekeland-type variational principles. Nonlinear Anal. 39, 881–

889 (2000)
30. Penot, J.-P.: The drop theorem, the petal theorem and Ekeland’s variational principle. Nonlinear

Anal. 10(9), 813–822 (1986)
31. Stein, O., Still, G.: On generalized semi-infinite optimization and bilevel optimization. Europ. J. Operat

Res 142(3), 442–462 (2002)
32. Suzuki, T.: Generalized distance and existence theorems in complete metric spaces. J. Math. Anal.

Appl. 253, 440–458 (2001)
33. Takahashi, W.: Nonlinear Functional Analysis. Yokohama Publishers, Yokohama, Japan (2000)
34. Tammer, Chr.: A generalization of Ekeland’s variational principle. Optimization 25, 129–141 (1992)
35. Tan, N.X.: Quasi-variational inequalities in topological linear locally convex Hausdorff spaces. Mathe-

maticsche Nachrichten 122, 231–245 (1985)

123


	Systems of equilibrium problems with applications to new variants of Ekeland's variational principle, fixed point theorems and parametric optimization problems
	Abstract
	Introduction
	Preliminaries
	Existence theorems of systems of generalized vector equilibrium problems
	Variants of EVP in Hausdorff t.v.s.
	Equivalent formulations of EVP
	Some applications
	Acknowledgements


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002d00730062006d002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


